HANBAEKLYU

480 Lincoln Drive, 303 Van Vleck Hall ¢ Madison, WI 53706

www.hanbaeklyu.com ¢ hlyu@math.wisc.edu

EMPLOYMENT

University of Wisconsin - Madison Assistant Professor in Mathematics Sep. 2021 - Present

Courtesy affiliation in Computer Science

University of California, Los Angeles = Hedrick Assistant Professor (Supervisor: Marek Biskup) Jul. 2018 - Jun. 2021

EDUCATION
The Ohio State University Ph.D. in Mathematics (Supervisor: David Sivakoff) Aug. 2013 - Apr. 2018
Thesis: Combinatorial and probabilistic aspects of coupled oscillators
Seoul National University B.S. in Mathematics Mar. 2008 - Feb. 2013
RESEARCH INTEREST

- Fields of research: Discrete probability, optimization, and machine learning

- General interest: Understanding emergent structures in large discrete systems such as interacting particle systems,
networks, and structured random matrices. Discrete probability and matrix factorization are two central themes.

GRANTS

NSF DMS-2206296 : Online Dictionary Learning for Dependent and Multimodal Data Samples: Convergence, Com-
plexity, and Applications. 2022-2026)

Award amount: $300,000 (Role: Principal Investigator)
NSF DMS-2010035: Combinatorial and probabilistic approaches to oscillator and clock synchronization. 2020-2024)
Award amount: $146,953 (Role: Principal Investigator)

RESEARCH SUPERVISION

Current Postdoc Ander Aguirre 2025-Present UC Davis, Ph.D. '22

Past Postdoc David Clancy 2022-2025 UW Seattle, Ph.D. ’22

Current Ph.D. students  Yuchen Li 2021-2025 UW-Madison, expected in Dec. 2025
William Powell 2022-2025 UW-Madison, expected in May 2027
Danny Duan 2022-2025 UW-Madison, expected in May 2027
Rahul Choudhary 2024-2025 UW-Madison, expected in May 2027
Shugqi Bi 2024-2025 UW-Madison, expected in May 2029

Past MS students Jiahong Yuan 2021-2023 UW-Madison, now in our Ph.D. program


http://www.hanbaeklyu.com
https://www.nsf.gov/awardsearch/showAward?AWD_ID=2206296&HistoricalAwards=false
https://www.nsf.gov/awardsearch/showAward?AWD_ID=2010035&HistoricalAwards=false

Summer REU 2025 “Generative modeling using Schréodinger bridges” (1ink)
Paper submitted to the International Convergence on Learning Representations 2025

Ishaan Kharbanda (CS)
Xuan Ouyang (CS)
Judy Li (Math)

2024 “Learning subgraph patterns from networks” (link)
Pheobe Kuang (Now in Ph.D. program at Northwestern)
Yi Wei (Now in Ph.D. program at UW Seattle)
David Jiang (Now at Goldman Sachs)

2022 “Interpretible Machine Learning approaches to coupled oscillators” Preprint (2023)
Paper Under Review in Chaos: An Interdisciplinary Journal of Nonlinear Science

Agam Goyal (Now in Ph.D. program at UIUC)
Zhaoxing Wu (Now in Ph.D. at UW Seattle)
Binhao Chen (Now in Ph.D. at Brown)
Zihong Xu (Now in Ph.D. at UW-Madison)

2020 “Machine Learning approaches to oscillators and clock synchronization” (Journal, GitHub)
Paper published in Scientific Reports

Hardeep Bassi (Now in Ph.D. at UC Berkeley)
Richard Yim (Now in Ph.D. at UNC)

Rohith Kodukula (Now at Amazon)

Joshua Vendrow (Now in Ph.D. program at MIT)
Cherlin Zhu (Now in Ph.D. program at Columbia)

2019 “Sequence learning for topic-aware chatbot using RNN and NMF” (Preprint, link)
Henry Sojico (Now at Cruise Al)
Nicholas Hanoian (Now at Milliman)
Nicholas Liskij (Now in Ph.D. program at UC Berkeley)
Zhexiao Lin (Now in Ph.D. program at UC Berkeley)
Jiajao Quo (Now in Ph.D. program at EPFL)
Yuliang Wang (Now in Ph.D. program at Shanghai Jiao Tong U.)
Xiong Zhe (Now in Ph.D. program at Shanghai Jiao Tong U.)
Zhenhong Zou (Now in Ph.D. program at Tsinghua U.)
Yuchen Guo

EDITORIAL

Scientific Reports, Editor for “Networks and Complex Systems” (2023-2025)

REFEREEING

Journals Journal of American Mathematical Society, Communications in Mathematical Physics, Electronic
Journal of Probability, Journal of Statistical Physics, Combinatorics, Probability, and Computing,
Mathematical Physics, Analysis, and Geometry, ALEA: Latin American Journal of Probability and
Mathematical Statistics, Nature Communications, PNAS Nexus, SIAM Journal on Numerical Analy-
sis, SIAM Journal on Mathematical Analysis, SIAM Journal on Matrix Analysis, Linear Algebra and
its Applications, Journal of Nonlinear Science, Nonlinear Dynamics, Automatica, Journal of Cellular
Automata, IEEE Transactions in Cybernetics


https://hanbaeklyu.com/reu/
https://hanbaeklyu.com/reu/
https://arxiv.org/abs/2311.14910
https://www.nature.com/articles/s41598-022-18953-8
https://github.com/richpaulyim/L2PSync
https://arxiv.org/abs/1912.00315
https://www.math.ucla.edu/~bertozzi/WORKFORCE/mentors19.html

Conferences International Conference on Machine Learning 2023 — 2025

International Conference on Learning Representations 2024 — 2025
Neural Information Processing Systems 2023 - 2025

Optimization for Machine Learning: OPT 2021, OPT 2024, OPT 2025
Artificial Intelligence and Statistics 2023

Complex Networks and their Applications 2023

PUBLICATIONS

(author*=undergraduate student)

Journal Publications

(1]

(2]

(3]

(4]

(10]

(11]

(12]

(13]

(14]

(15]

D. Clancy Jr., H. Lyu, S. Roch, and A. Sly, “Likelihood-Based Root State Reconstruction on a Tree: Sensitivity to
Parameters and Applications.” To appear in Electronic Journal of Probability Preprint (2025)

Y. Li, L. Balzano, D. Needell, H. Lyu, “Convergence and complexity of block majorization-minimization for con-
strained block-Riemannian optimization.” To appear in Journal of Machine Learning Research. Preprint (2023)

H. Lyu, “Time complexity of synchronization of discrete pulse-coupled oscillators on trees." To appear in Journal of
Cellular Automata. Preprint (2023)

H. Lyu and Y. Li ,“Block majorization-minimization with diminishing radius for constrained nonconvex optimiza-
tion.” SIAM Journal on Optimization, Vol. 35, Iss. 2 (2025) (Journal, GitHub) (2025)

S. Ahn, M. Junge, H. Lyu, J. Richey, L. Reeves, and D. Sivakoff, “ Diffusion-limited annihilating-coalescing systems.”
Electron. J. Probab. 30: 1-20 (2025). DOI: 10.1214/25-EJP1286 Journal (2025)

H. Lyu, “Stochastic regularized block majorization-minimization with weakly convex and multi-convex surrogates.”
Journal of Machine Learning Research, 25(306):1-83, 2024 (Journal, GitHub) (2024)

Y. Alexandr, M. Bakenhus, M. Curiel, S. K. Deshpande, E. Gross, Y. Gu, M. Hill, J. Johnson, B. Kagy, V. Karwa, J. Li,
H. Lyu, S. Petrovi, J. Israel Rodriguez, " New directions in algebraic statistics: Three challenges from 2023." Algebraic
Statistics, Vol. 15 (2024), No. 2, 357382 (Journal, Preprint)

K. Affeld, C. Dean, M. Junge, H. Lyu, C. Panish, and L. Reeves " Four-parameter coalescing ballistic annihilation."
Journal of Statistical Physics, 191, 89 (2024) Journal

L. Kassab, A. Kryshchenk, H. Lyu, D. Molitor, D. Needell, E. Rebrova, and J. Yuan, “Sparseness-constrained Non-
negative Tensor Factorization for Detecting Topics at Different Time Scales.” Front. Appl. Math. Stat., 21 July 2024,
Volume 10 (2024). Journal

K. Kim, H. Lyu, J. Kim, and J. Jung, " Supervised low-rank semi-nonnegative matrix factorization with frequency reg-
ularization for forecasting spatio-temporal data." Journal of Scientific Computing 100, 29 (2024) (Journal, Preprint)
J. Peng, C. Pan, H. Lyu, M. Kim, A. Cheng, and O. Milenkovic, “Interpretable online network dictionary learning for
inferring long-range chromatin interactions.” PLoS computational biology 20.5 (2024) (Journal)

J. Lewis, H. Lyu, P. Pylyavskyy, and A. Sen, “Scaling limit of soliton lengths in a multicolor box-ball system." Forum
of Mathematics, Sigma, Vol. 12, 2024 €120 (Journal)

H. Lyu, Y. Kureh, J. Vendrow, and M. A. Porter, “Learning low-rank latent mesoscale structures of networks.” Nature
Communications 15, Article number: 224 (2024) (Journal, Preprint, GitHub, Python package “ndlearn”)

T. Johnson, M. Junge, H. Lyu, and D. Sivakoff, " Particle density in diffusion-limited annihilating systems" Annals of
Probability, Vol. 51, No. 6, 2301-2344. (Journal, Preprint) (2023)

L. Benitez, M. Junge, H. Lyu, M. Redman, L. Reeves, “Three-velocity coalescing ballistic annihilation”. Electronic
Journal of Probability, 28, 1-18, 2023 (Journal, Preprint)


https://arxiv.org/abs/2501.13208
https://arxiv.org/abs/2312.10330
https://arxiv.org/abs/1610.00837
https://doi.org/10.1137/23M16045153
https://github.com/HanbaekLyu/BMM-DR
https://projecteuclid.org/journals/electronic-journal-of-probability/volume-30/issue-none/Diffusion-limited-annihilating-coalescing-systems/10.1214/25-EJP1286.full
https://jmlr.org/papers/v25/23-0349.html
 https://github.com/HanbaekLyu/SRMM
https://msp.org/astat/2024/15-2/p09.xhtml
https://arxiv.org/abs/2402.13961
https://link.springer.com/article/10.1007/s10955-024-03305-9
https://www.frontiersin.org/journals/applied-mathematics-and-statistics/articles/10.3389/fams.2024.1287074/full
https://link.springer.com/article/10.1007/s10915-024-02565-7#citeas
https://arxiv.org/pdf/2311.08636.pdf
https://journals.plos.org/ploscompbiol/article?id=10.1371/journal.pcbi.1012095
https://www.cambridge.org/core/journals/forum-of-mathematics-sigma/article/scaling-limit-of-soliton-lengths-in-a-multicolor-boxball-system/75C41436AA54D040A512D828E3FC4CC2
https://www.nature.com/articles/s41467-023-42859-2
https://arxiv.org/abs/2102.06984
https://github.com/HanbaekLyu/NDL_paper
https://pypi.org/project/ndlearn/
https://projecteuclid.org/journals/annals-of-probability/volume-51/issue-6/Particle-density-in-diffusion-limited-annihilating-systems/10.1214/23-AOP1653.full
https://arxiv.org/abs/2005.06018
https://projecteuclid.org/journals/electronic-journal-of-probability/volume-28/issue-none/Three-velocity-coalescing-ballistic-annihilation/10.1214/23-EJP948.full
https://arxiv.org/abs/2010.15855

(16]

(17]

(18]

(19]

(20]

(21]

(22]

(23]

(24]

(25]

(26]

(27]

(28]

(29]

[30]

(31]

[32]

(33]

H. Lyu, E Memoli, and D. Sivakoff, “Sampling random graph homomorphisms and applications to network data
analysis." Journal of Machine Learning Research, 24(9):1-79, 2023. (Journal Preprint, GitHub)

(From REU 2020) H. Bassi*, R. Yim*, R. Kodukula*, J. Vendrow*, C. Zhu*, H. Lyu, Learning to predict synchronization
of coupled oscillators on randomly generated graphs. Scientific Reports 12, Article number: 15056 (Journal, GitHub)
(2022)

H. Lyu, C. Strohmeier, and D. Needell, “Online nonnegative tensor factorization and CP-dictionary Learning for
Markovian data.” Journal of Machine Learning Research, 23(148):1-50, 2022 (Journal, Preprint, GitHub)

M. Junge and H. Lyu, “The phase structure in asymmetric ballistic annihilation" The Annals of Applied Probability
32.5(2022): 3797-3816 (Journal, Preprint)

H. Lyu and L. Pak, “On the number of contingency tables and the independence heuristic.” Bulletin of the London
Mathematical Society 54 (1), 242-255, 2022 (Journal, Preprint)

M. Damron, H. Lyu, and D. Sivakoff, “Stretched exponential decay for subcritical parking times on Z%. Random
Structures and Algorithms 59 (2), 143-154, 2021 (Journal, Preprint)

H. Lyu, D. Needell, and L. Balzano, “Online matrix factorization for Markovian data and applications to Network
Dictionary Learning." Journal of Machine Learning Research. 21(251):1-49, 2020 (Journal, Preprint, GitHub)

L. Levine, H. Lyu, and J. Pike, “Double jump phase transition in a soliton cellular automaton." International Math-
ematics Research Notices, Volume 2022, Issue 1, January 2022, Pages 665-727, (Journal, Preprint)

H. Lyu, “Chromatic number, cycles, and non-separating cycles." Graphs and Combinatorics. 36, 12971310 (2020)
(Journal, Preprint)

S. Dittmer, H. Lyu, and L. Pak, “Phase transition in random contingency tables with non-uniform margins." Trans.
Amer. Math. Soc. 373 (2020), pp. 8313-8338. (Journal, Preprint)

A. Kuniba and H. Lyu, “Large deviations and one-sided scaling limit of random multicolor box-ball system" Journal
of Statistical Physics, 178(1), 38-74 (2019) (Journal, Preprint)

A. Kuniba, H. Lyu, and M. Okado, “ Randomized box-ball systems, limit shape of rigged configurations, and ther-
modynamic Bethe ansatz” Nuclear Physics B (2018), Vol. 937, 240-271. (Journal, Preprint)

M. Damron, J. Gravner, M. Junge, H. Lyu, and D. Sivakoff, “ Parking on transitive unimodular graphs.”

Annals of Applied Probability, Volume 29, Number 4 (2019), 2089-2113 (Journal, Preprint)

H. Lyu and D. Sivakoff “Persistence of sums of correlated increments and clustering in cellular automata"
Stochastic Processes and Applications (2018), Vol. 129, Issue 4. (Journal, Preprint)

E. Foxall and H. Lyu, “Clustering in three and four color cyclic particle systems in one dimension" Journal of Statis-
tical Physics (2018), Vol. 171, Issue 3, 470483. (Journal, Preprint)

H. Lyu, “Global synchronization of pulse-coupled oscillators on trees." SIAM Journal on Applied Dynamical Systems
(2018), Vol. 17, No. 2. (Journal, Preprint)

J. Gravner, H. Lyu, and D. Sivakoff, “Limiting behavior of 3-color excitable media on arbitrary graphs." Annals of
Applied Probability, Vol. 28, Number 6 (2018), 3324-3357. (Journal, Preprint)

H. Lyu, “Synchronization of finite-state pulse-coupled oscillators.”, Physica D: Nonlinear Phenomena 303 (2015):
28-38. (Journal, Preprint)

Conference Proceedings

(34]

(35]

(36]

W. Powell, J. Kwon, Q. Xie, and H. Lyu, “Offline Actor-Critic for Average Reward MDPs”", to appear in Advances in
Neural Information Processing Systmes 2025

R. Choudhary and H. Lyu ,“Linear convergence of Sinkhorn’s algorithm for generalized static Schrédinger bridge.”
Proceedings of the 42nd International Conference on Machine Learning 2025. OpenReview

D. Clancy Jr., H. Lyu, and S. Roch,“Sample complexity of branch-length estimation by maximum likelihood.” Pro-
ceedings of the 42nd International Conference on Machine Learning 2025. Preprint


https://jmlr.org/papers/v24/20-449.html
https://arxiv.org/abs/1910.09483
https://github.com/HanbaekLyu/motif_sampling
https://www.nature.com/articles/s41598-022-18953-8
https://github.com/richpaulyim/L2PSync
https://jmlr.org/papers/v23/21-0419.html
https://arxiv.org/abs/2009.07612
https://github.com/HanbaekLyu/OnlineCPDL
https://projecteuclid.org/journals/annals-of-applied-probability/volume-32/issue-5/The-phase-structure-of-asymmetric-ballistic-annihilation/10.1214/21-AAP1773.short?tab=ArticleLinkCited
https://arxiv.org/abs/1811.08378
https://londmathsoc.onlinelibrary.wiley.com/doi/abs/10.1112/blms.12578
https://arxiv.org/abs/2009.10810
https://onlinelibrary.wiley.com/doi/abs/10.1002/rsa.21001
https://arxiv.org/abs/2008.05072
https://jmlr.org/papers/v21/20-444.html
https://arxiv.org/abs/1911.01931
https://github.com/HanbaekLyu/ONMF_ONTF_NDL
https://doi.org/10.1093/imrn/rnaa166
https://arxiv.org/abs/1706.05621
https://link.springer.com/article/10.1007/s00373-020-02187-4
https://arxiv.org/abs/1211.0627
https://www.ams.org/journals/tran/0000-000-00/S0002-9947-2020-08094-5/
https://arxiv.org/abs/1903.08743
http://link.springer.com/article/10.1007/s10955-019-02417-x
https://arxiv.org/abs/1808.08074
https://www.sciencedirect.com/science/article/pii/S055032131830289X
https://arxiv.org/abs/1808.02626
https://projecteuclid.org/euclid.aoap/1563869038
https://arxiv.org/abs/1710.10529
https://www.sciencedirect.com/science/article/pii/S0304414918301431
https://arxiv.org/abs/1706.08117
https://link.springer.com/article/10.1007/s10955-018-2004-2
https://epubs.siam.org/doi/abs/10.1137/17M1117951
https://arxiv.org/abs/1604.08381
http://dx.doi.org/10.1214/17-AAP1350
https://arxiv.org/abs/1610.07320
 https://www.sciencedirect.com/science/article/pii/S0167278915000536
https://arxiv.org/abs/1407.1103
https://openreview.net/pdf?id=0hrkN07DuO
https://arxiv.org/abs/2507.22038

(37]

(38]

(39]

(40]

(41]

[42]

(43]

(44]

(45]

(46]

(47]

D. Duan and H. Lyu, “A fast and efficient randomized quasi-Newton method, NeurIPS 2024 Workshop on Optimiza-
tion for Machine Learning. Paper

J. Lee, H. Lyu, and W. Yao, "Supervised Constrained Matrix Factorization: Local Landscape Analysis and Appli-
cations." Proceedings of the 41st International Conference on Machine Learning, PMLR 235:26752-26788, 2024.
Paper

J. Kwon, D. Kwon, H. Lyu, "On the Complexity of First-Order Methods in Stochastic Bilevel Optimization." Proceed-
ings of the 41st International Conference on Machine Learning, PMLR 235:25784-25811, 2024 (Paper)

W. Powell and H. Lyu, "Stochastic optimization with arbitrary recurrent data sampling." Proceedings of the 41st
International Conference on Machine Learning, PMLR 235:41000-41038, 2024. (Paper)

Y. Li, L. Balzano, D. Needell, H. Lyu, "Convergence and Complexity Guarantee for Inexact First-order Rieman-
nian Optimization Algorithms." Proceedings of the 41st International Conference on Machine Learning, PMLR
235:27376-27398, 2024. (Paper)

J. Lee, H. Lyu, and W. Yao. “Exponentially convergent algorithm for supervised low-rank matrix factorization and
applications in identification of oncogene clusters. Advances in Neural Information Processing Systems, Vol. 36,
76947-76959 (2023) (Paper)

J. Lee, H. Lyu, and W. Yao. “Interpretable Feature Extraction by Supervised Dictionary Learning for Identification of
Cancer-Associated Gene Clusters.” ICML Workshop on Computational Biology 2023. (Paper)

D. Kwon and H. Lyu, “Complexity of block coordinate descent with proximal regularization and applications to
Wasserstein CP-dictionary learning." Proceedings of the 40th International Conference on Machine Learning, 2023
(Paper)

A. Alacaoglu and H. Lyu, “Convergence of first-order methods for nonconvex constrained optimization with depen-
dent data.” Proceedings of the 40th International Conference on Machine Learning, 2023 (Paper)

C. Strohmeier, H. Lyu, and D. Needell, “Online nonnegative CP tensor factorization for Markovian data” NeurIPS
workshop on Optimization for Machine Learning 2020. (Publication, Poster)

H. Lyu, C. Strohmeier, G. Menz, and D. Needell, "Applications of Online Nonnegative Matrix Factorization to Image
and Time-Series Data" 2020 Information Theory and Applications Workshop (ITA) (Publication, Preprint)

Under Review

(48]

(49]

(50]

(51]

(52]

(53]

(54]

(55]

H. Lyu and S. Mukherjee, "Large random matrices with given margins." Under review in the Journal of the Euro-
pean Mathematical Society. Preprint (2024)

A. Aguirre, H. Lyu, and D. Sivakoff “Phase transition in one-dimensional excitable media with variable interaction
range." Under reveiw in the Annals of Applied Probability. Preprint (2024)

D. Clancy Jr., D, H. Lyu, and S. Roch, “Likelihood landscape of binary latent model on a tree.” Under review in
Probability Theory and Related Fields. Preprint (2025)

D. Keating, M. Kim, E. Loeser, and H. Lyu, “Diffusive scaling limit of stochastic box-ball systems and PushTASEP.”
Under review in Communications in Mathematical Physics. Preprint (2025)

(From REU 2022) A. Goyal, Z. Wu, R. P. Yim, B. Chen, Z. Xu, and H. Lyu, “A latent linear model for nonlinear coupled
oscillators on graphs." Under review in Chaos: An Interdisciplinary Journal of Nonlinear Science. Preprint (2023)
D. Duan and H. Lyu, “Regularized Overestimated Newton.” Under Review in SIAM Journal of Matrix Analysis.
Preprint (2025)

Y. Li and H. Lyu, “Stochastic Block Majorization-minimization for Constrained Nonconvex Composite Optimiza-
tion.” Under Review in SIAM Journal on Optimization.

W. Powell, J. Kwon, Q. Xie, and H. Lyu, “Policy Optimization for Average Reward MDPs Without Mixing.” Under
Review in AISTATS 2026


https://openreview.net/pdf?id=laJUMr2p3l
https://proceedings.mlr.press/v235/lee24p.html
https://proceedings.mlr.press/v235/kwon24b.html
https://proceedings.mlr.press/v235/powell24a.html
https://proceedings.mlr.press/v235/li24b.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/f2c80b3c9cf8102d38c4b21af25d9740-Abstract-Conference.html
https://icml-compbio.github.io/2023/papers/WCBICML2023_paper155.pdf
https://proceedings.mlr.press/v202/alacaoglu23a/alacaoglu23a.pdf
https://proceedings.mlr.press/v202/kwon23d/kwon23d.pdf
https://opt-ml.org/papers/2020/paper_20.pdf
https://opt-ml.org/posters/2020/poster_20.png
https://ieeexplore.ieee.org/abstract/document/9245004?casa_token=AErbE3k2DnIAAAAA:ErHAEQIq6cNAbFJyvscBfvvW4xyd0QpbFJ-PGWS6PkK5mR6Mt7oyjbD3hrLaFan-KcfysGhxFA
https://arxiv.org/abs/2011.05384
https://arxiv.org/abs/2407.14942
https://arxiv.org/abs/1701.00319
https://arxiv.org/abs/2501.17622
https://arxiv.org/abs/2509.20779
https://arxiv.org/abs/2311.14910
https://arxiv.org/abs/2509.21684

[56] J.Oh, H. Lyu, and H. Son, “Sobolev acceleration for neural networks.” Under Review in ICLR 2026. Preprint (2025)
In Preparation

[57] D.Duan, H. Lyu, William Powell, “ Poison random matrices rescaled or conditioned to to satisfy a given margin.”

Unpublished works

[58] H. Lyu, C. Strohmeier, G. Menz, and D. Needell, "COVID-19 Time-series prediction by joint dictionary learning and
online NMF" Submitted (Preprint, GitHub) (2020)

[59] (From REU 2019) Y. Guo*, N. Hanoian*, Z. Lin*, N. Liskij*, H. Lyu, D. Needell, J. Qu*, H. Sojico*, Y. Wang*, Z.
Xiong*, and Z. Zou*, "Topic-aware Chatbot Using Recurrent Neural Networks and Nonnegative Matrix Factoriza-
tion." (Preprint, GitHub) (2019)

[60] H.Lyu, “A Note on Graph Characteristics and Hadwiger’s Conjecture." Preprint (2012)

[61] H.Lyu and P. Jablonski, “ Four-Dimensional Discrete-time Lotka-Volterra Models with an Application to Ecology."
Prepint (2012)

INVITED TALKS

“Large random matrices with given margins, Workshop on New Directions in Algebraic Statistics. IMSI , 2025
“Large random matrices with given margins, UNC IDEAS Seminar, Apr. 3, 2025 [slides]

“Cyclic Block Optimization: How they work, why they work, and where they work”, University of Michigan Applied and
Interdisciplinary Math Seminar, Feb. 21, 2025

“Large random matrices with given margins", UW-Madison Probability Seminar, Feb. 13, 2025
“Large random matrices with given margins", Yonsei University Discrete Analysis Seminar, Jan. 15, 2025

“Large random matrices with given margins, Schridinger bridge, and Sinkhorn algorithm", KIAS Al seminar, Dec. 23,
2024

“Large random matrices with given margins, Schrodinger bridge, and Sinkhorn algorithm", Rutgers Discrete Math Sem-
inar, Nov. 11, 2024

“Exponentially convergent algorithms for supervised matrix factorization, SIAM MDS24, Oct. 23, 2024 [slides]

“Large random matrices with given margins, Schrédinger bridge, and Sinkhorn algorithm. Colloquium, KAIST, Sep. 24,
2024

“Concentration and limit of large random matrices with given margins. Workshop on Theory and Applications for Opti-
mal Control and Generative mode, Purdue University, Aug 7-9, 2024

“Concentration and limit of large random matrices with given margins. Coin Flippers Conference 2024, University of
Delaware, Aug 1-2, 2024

“Concentration and limit of large random matrices with given margins. Summer school on Optimal Transport, Stochastic
Analysis and Applications to Machine Learning, KAIST, June 3, 2024 [slides]

“How to improve first-order optimization methods by using trust-region, block structure, geometry, and randomization.
Deep Learning Seninar, KRAFTON Al, May 29, 2024 [slides]

“Particle density in diffusion-limited annihilating systems”, Stochastic Analysis on Large Scale Interacting Systems, RIMS,
Kyoto, Oct. 23, 2023 [slides]

“Learning low-rank mesoscale structures in networks”, Ghent Methusalem Junior Seminar, Oct. 18, 2023


https://arxiv.org/abs/2509.19773
https://arxiv.org/abs/2004.09112
https://github.com/HanbaekLyu/ONMF-COVID19
https://arxiv.org/abs/1912.00315
https://github.com/HanbaekLyu/RNN_NMF_chatbot
https://arxiv.org/abs/1203.3710
https://arxiv.org/abs/1211.5861
https://hanbaeklyu.com/wp-content/uploads/2025/04/ct_limit_unc.pdf
https://hanbaeklyu.com/wp-content/uploads/2024/10/smf_mds24-1.pdf
https://hanbaeklyu.com/wp-content/uploads/2024/06/ct_limit_talk.pdf
https://hanbaeklyu.com/wp-content/uploads/2024/05/opt_krafton.pdf
https://hanbaeklyudotcom.files.wordpress.com/2023/10/dlas_rims-2.pdf

“Stochastic Regularized Majorization-Minimization”, IFDS IDEAS Forum, Oct. 16, 2023

“On the number of contingency tables and independence heuristic” University of Hawaii at Manoa, Jul. 24, 2023
“Scaling limit of soliton statistics of a multicolor box-ball system”, U Chicago Probability Seminar, Apr. 28, 2023 [slides]
“Scaling limit of soliton statistics of a multicolor box-ball system", Cornell Probability Seminar, Apr. 10, 2023

“Mesoscale reconstruction of images and networks using tensor decomposition", IPAM, Workshop IV: Multi-Modal Imag-
ing with Deep Learning and Modeling, Nov. 28, 2022 [slides, YouTube]

“Scaling limit of soliton statistics of a multicolor box-ball system", CUNY Probability Seminar, Nov. 22, 2022
“Learning low-rank mesoscale structure of networks", Columbia Applied Probability Seminar, Nov. 16, 2022

“Scaling limit of soliton statistics of a multicolor box-ball system”, CRM Workshop on box-ball systems from integrable
systems and probabilistic perspectives, Montreal, Sep 19-23, 2022 [YouTube]

“Convergence and Complexity of Stochastic Regularized Majorization-Minimization", KIAS, Jun. 13, 2022 [slides]
“Matrix and Tensor Factorization Models: Applications, Algorithms, and Theory", KRAFTON, Jun. 10, 2022 [slides]

“Matrix and Tensor Factorization Models: Applications, Algorithms, and Theory", Optimization Seminar, SNU, Jun. 8,
2022

“Introduction to matrix and tensor factorization models and related stochastic nonconvex and constrained optimization
algorithms", BIMAGS Seminar, KAIST, Jun. 2, 2022 [slides]

“Introduction to matrix and tensor factorization models and related stochastic nonconvex and constrained optimization
algorithms", BIMAGS Seminar, KAIST, Jun. 2, 2022 [slides]

“Introduction to matrix and tensor factorization models and related stochastic nonconvex and constrained optimization
algorithms", MINDS Seminar, POSTECH, May 31, 2022 [slides]

“Convergence and Complexity of Stochastic Block Majorization-Minimization", Statistics Seminar, UW-Madison, UCLA,
Feb. 23, 2022 [slides]

“Convergence and Complexity of Block Coordinate Descent with Diminishing Radius and Proximal Regularization", Ap-
plied Math and Optimization Seminars, UCLA, Jan. 11, 2022

“Convergence and Complexity of Block Coordinate Descent with Diminishing Radius and Proximal Regularization", IFDS
Ideas forum, UW-Madison, Oct. 29, 2021

“Online Dictionary Learning from Dependent Data Samples and Networks", SILO seminar, UW-Madison, Oct. 13, 2021
“Scaling limit of soliton statistics of a multicolor box-ball system ”, Probability Seminar, UW-Madison, Sep. 16, 2021

“Online Nonnegative Tensor Factorization and CP Decomposition", SIAM Minisymposium on Low Rank Methods in Data
Science and Machine Learning, May 21, 2021

“On the number of contingency tables and independent heuristic”, AMS Special Session on Probability and Combina-
torics, Mar. 21, 2021

“Online matrix factorization for Markovian data”, NeurIPS worship on Optimization for Machine Learning, Dec. 11,
2020

“Online robust matrix factorization for dependent data streams”, Applied math and data science seminar, HKUST, Mar.
25,2020

“Stochastic optimization for dependent data streams and Network Dictionary Learning”, UCLA applied mathematics
colloquium, Nov. 10, 2020


https://hanbaeklyudotcom.files.wordpress.com/2023/04/bbs_talk_chicago.pdf
https://hanbaeklyudotcom.files.wordpress.com/2022/11/ndr_ipam.pdf
https://www.youtube.com/watch?v=HCy04Gu9-vc&t=1862s
https://www.youtube.com/watch?v=IvxNGyGSQak
https://hanbaeklyudotcom.files.wordpress.com/2022/06/smm_talk_kias1.pdf
https://hanbaeklyudotcom.files.wordpress.com/2022/06/smm_talk_krafton-1.pdf
https://hanbaeklyudotcom.files.wordpress.com/2022/06/smm_talk_kaist.pdf
https://hanbaeklyudotcom.files.wordpress.com/2022/06/smm_talk_kaist.pdf
https://hanbaeklyudotcom.files.wordpress.com/2022/06/smm_talk_postech.pdf
https://hanbaeklyudotcom.files.wordpress.com/2022/02/smm_talk.pdf

“Learning parts of networks by motif sampling and online matrix factorization”, Information Theory and Applications,
SD, Feb 6, 2020

“Large deviations and one-sided scaling limit of randomized box-ball system”, AMS Special Session on Random Matrices
and Integrable Systems, 1., JMM 2020, Jan 18, 2020

“Online matrix factorization for Markovian data”, AMS Special Session on Iterative Methods for Large-Scale Data Anal-
ysis, JMM 2020, Jan 16, 2020

“Learning parts of networks by motif sampling and online matrix factorization”, UCLA Applied Math Colloquium, Jan 8,
2020

“Online matrix factorization for Markovian data and applications to Network Dictionary Learning”, Probability seminar,
Seoul National University, Nov. 27, 2019

“Sampling random graph homomorphisms and applications to network data analysis”, Austin - TAMU Probability and
Related Fields, TAMU, Oct. 25, 2019

“Stability inequalities of some probabilistic network observables”, TDA seminar, UCLA, Oct. 17, 2019

“Online nonnegative matrix factorization for Markovian data", Random matrix seminar”, Random matrix seminar, UCLA,
Oct. 9, 2019

“Phase transition in random contingency tables with non-uniform margins”, Combinatorics Seminar, University of Michi-
gan, Sep. 27, 2019

“Stable network observables via dynamic embedding of motifs”, Probability seminar, CUNY, May. 7, 2019

“Phase transition in random contingency table with non-uniform margins”, Probability seminar, OSU, Apr. 11, 2019
“Stable network observables and dynamic embedding of motifs into networks”, TGDA Seminar, OSU, Apr. 9, 2019

” Phase transition in random contingency table with asymmetric margins” Probability Seminar, USC, Apr. 5, 2019

“Synchronization of firefly cellular automata on various graphs”, Applied math seminar, University of Alberta, Mar 25,
2019

“Phase transition in random contingency table with asymmetric margins”, Interacting Particle Systems Conference, IPAM,
Mar. 9, 2019

“Stable network observables and dynamic embedding of motifs into networks”, Probability Seminar, UCSD, Feb. 28, 2019
“Dynamic embedding of motifs into networks”, Probability Seminar, UCI, Dec 11, 2018

“Phase transition in box-ball system and its spatial generalization”, Integrable systems seminar, Tokyo University, June
19, 2018

“Double jump phase transition in soliton cellular automata”, Southeastern Probability Conference, Duke University, May
14-15, 2018

“Double jump phase transition in soliton cellular automata”, Probability Seminar, University of California, Los Angeles,
April 19, 2018

“Double jump phase transition in soliton cellular automata”, Probability Seminar, University of Pennsylvania, Mar 27,
2018

“Double jump phase transition in random soliton cellular automaton", Combinatorics seminar, University of Minnesota,
March 2, 2018

“Double jump phase transition in random soliton cellular automaton", Combinatorics seminar, University of Michigan,
Jan 26, 2018



“Global synchronization of pulse-coupled oscillators on trees”, AMS Contributing papers on Applied Mathematics III,
Joint Mathematics Meetings 2018, San Diego

“Limiting behavior of 3-color excitable media on arbitrary graphs", AMS Special Session on Emergent Phenomena in
discrete models, Joint Mathematics Meetings 2018, San Diego

“Persistence of sums of correlated increments and clustering in cellular automata", AMS Special Session on Markov chains,
Markov processes and applications, Joint Mathematics Meetings 2018, San Diego

“Phase transition in a random soliton cellular automaton" Combinatorics and Probability Seminar, OSU, April 12, 2017
“Discrete excitable media on graphs" Probability Seminar, Indiana University, Sep 12, 2016

“Synchronization of finite-state pulse-coupled oscillators and applications to distributed algorithms" 2016 Combinatorics
Conference, KAIST, Jul 23, 2016

“Synchronization of finite-state pulse-coupled oscillators on various network topologies" Hayes Graduate Research Fo-
rum, OSU, Feb 26, 2016

“Synchronization of finite-state pulse-coupled oscillators on various graphs" Probability Seminar, Cornell University , Feb
22,2016

“Synchronization of finite-state pulse-coupled oscillators on various graphs" Korea Institute of Advanced Studies, Jan 14,
2016

“Synchronization of finite-state pulse-coupled oscillators" HYKE seminar, Seoul National University, May 14, 2015

“Synchronization of finite-state pulse-coupled oscillators on various network topologies" Combinatorics and Probability
seminar, OSU, Oct 1, 2015

Synchronization of finite-state pulse-coupled oscillators" Graduate Student Seminar, OSU, Sep 22, 2015

TEACHING

Course Proposal  Math 444: Graphs and Networks in Data Science with Sebastien Roch  (Fall 2023)

Course Description: Mathematical foundations of networks with an emphasis on their applications
in modern data science, using tools from algorithmic graph theory and linear algebra. Topics
include: basics of graph theory, network statistics, graph traversal algorithms and implementa-
tion, matrix methods, community detection, PageRank, simulation of random graph models.

Math 718: Randomized Linear Algebra and applications with Qin Li  (Fall 2023)

Course Description: This course will provide the students a systematic study of these modern meth-
ods of randomized linear algebra solvers, presenting mathematical backgrounds, algorithms,
and concrete applications. Core theoretical topics include randomized Kaczmarz and its gen-
eralization to stochastic gradient descent, randomized singular value decomposition, random
sketching, matrix completion, and compressive sensing, and corresponding applications.

Lecture Notes Randomized Linear Algebra, Graduate Probability, Undergraduate Probability

Stochastic Processes, Mathematical Finance, Introduction to Statistics II

Graphs and Networks in Data Science

UW-Madison
Spring 2025: Math 444 (Graphs and Networks in Data Science)
Fall 2024: Math 718 (Randomized Linear Algebra)

Spring 2024: Math 734 (Probability Theory II)


https://hanbaeklyu.com/wp-content/uploads/2024/12/lyu_718_notes.pdf
https://hanbaeklyu.com/wp-content/uploads/2024/05/lyu_prob_notes-1.pdf
https://hanbaeklyudotcom.files.wordpress.com/2020/09/lecturenote_170ab-2.pdf
https://hanbaeklyudotcom.files.wordpress.com/2020/03/lecturenote_171-4.pdf
https://hanbaeklyudotcom.files.wordpress.com/2020/10/lecturenote_174e.pdf
https://hanbaeklyudotcom.files.wordpress.com/2020/10/lecturenote_170s.pdf
https://hanbaeklyu.com/wp-content/uploads/2023/12/lyu_gnids_notes-2.pdf

Fall 2023: Math 444 (Graphs and Networks in Data Science)
Spring 2023: Math 535 (Mathematical Methods in Data Science)
Fall 2022: Math 733 (Probability Theory I)
Spring 2022: Math 431 (Introduction to Probability Theory)
Fall 2021: Math 631 (Stochastic Processes)
UCLA
Spring 2021: Math 156 (Machine Learning)
Winter 2021: Math 170S (Intro. to Probability and Statistics II)
Fall 2020: Math 170S (Intro. to Probability and Statistics II) — Course coordinator
Summer 2020 C: Math 170S (Intro. to Probability and Statistics II), Math 174E (Mathematical Finance)
Spring 2020: Math 170S (Intro. to Probability and Statistics II)
Winter 2020: Math 171 (Stochastic processes), Math 170S (Intro. to Probability and Statistics II)
Summer 2019: Math 170A (Probability theory), Math 170B (Probability theory), Math 174E (Mathematical Finance)
Spring 2019: Math 170B (Probability theory)
Winter 2019: Math 170A (Probability theory), Math 171 (Stochastic Processes)
Fall 2018: Math 170B (Probability theory)

OoSsu
Fall 2015: Math 2153 (Calculus 3) (Notes)
Spring 2014: Math 1131 (Calculus for business)
Fall 2014: Fall 2014: Math 1131 (Calculus for business)
Summer 2013: Summer 2013: Math 1152 (Calculus 2)
Spring 2013: Spring 2013: Math 1151 (Calculus 1)
Fall 2013: Math 1151 (Calculus 1)

GRADUATE AND UNDERGRADUATE AWARDS AND FELLOWSHIPS

The Ohio State University Presidential Fellowship (University research fellowship), Spring 2017 - Fall 2017
Special Graduate Associate (Departmental research fellowship), Fall 2016
Special Graduate Associate (Departmental research fellowship), Spring 2016

National Science & Technology Scholarship, 2008-2012


https://hanbaeklyudotcom.files.wordpress.com/2016/04/math2153notes.pdf

